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Stream water temperature is an important factor in determining the impact of cli-

mate change on hydrologic systems. Near continuous monitoring of air and stream

temperatures over large spatial scales is possible due to inexpensive temperature

recorders. However, missing water temperature data commonly occur due to the fail-

ure or loss of equipment. Missing data creates difficulties in modeling relationships

between air and stream water temperatures. It also imposes challenges if the objec-

tive is an analysis, for example, clustering streams in terms of the effect of changes in

water temperature. In this work, we propose to use a novel spatial–temporal varying

coefficient model to impute missing water temperatures. Modeling the relationship

between air and water temperature over time and space increases the effectiveness of

imputing the missing water temperatures. A parameter estimation method is devel-

oped, which utilizes the temporal covariation in the relationship, borrows strength

from neighboring stream sites, and is useful for imputing sequences of missing data.

A simulation study is conducted to examine the performance of the proposed method

in comparison with several existing imputation methods. The proposed method is

applied to cluster streams with missing water temperatures into groups from 156

streams with meaningful interpretations.
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1 INTRODUCTION

Water temperature is a determining factor in water quality

and may be one of the most important inputs in modeling the

impact of climate change on hydrologic systems (Beitinger,

Bennett & McCauley, 2000; Caissie, 2006; Chadwick, Moore

& Green, 1995; Flebbe, Roghair & Bruggink, 2006; Keleher

& Rahel, 1996; Meisner, 1990; Minns, Randall, Chadwick,

Moore & Green, 1995; Sinokrot & Stefan, 1993). An efficient

way to study water temperature is through a real-time mon-

itoring system with modern sensors for inexpensive acqui-

sition of temperature data (Dunham, Gwynne, Reiman &

Martin, 2005; Huff, Hubler & Borisenko, 2005; Wang et al.,

2013). The low cost of sensor equipment allows for inten-

sive temporal monitoring of water and air temperatures over

a large spatial region (Hudy, Thieling, Gillespie & Smith,

2008; O’Donnell, Rushworth, Bowman, Scott & Hallard,

2014; Trumbo et al., 2014). Such data are valuable for relating

changes in water temperature to changes in the health and

status of aquatic species. Brook trout, for example, prefers

cooler water found in higher elevation streams, and tempera-

tures greater than 21◦C are viewed as highly stressful to the

health of trout (Meisner, 1990; Beitinger et al., 2000). As

part of a study on water temperature and brook trout, over

150 paired (air and water) thermographs (HOBO Watertemp

Pro v2; accuracy 0.2◦C; drift < 0.1 annually (Onset Com-

puter Corporation, 2009)) were placed at the pour point of

randomly selected stream catchments in southeast USA. A

detailed explanation of the data collection procedure can be

found in Li, Deng, Kim & Smith (2014).

Here, we focus on the daily maximum water and air tem-

peratures collected at 156 sites in 2011. Daily maximum

water temperature is used to summarize the daily effect of

increased water temperature as increased maximum temper-

ature is likely to result in increased stress for Brook trout

Trumbo et al. (2014). A problem with these sensors,
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especially those in the water is that there is sensor failure.

Although efforts are made to monitor the sensors, it is difficult

and due to the failure of equipment, there are only around 25%
of the streams having a complete record of stream water tem-

peratures. Missing values for water temperatures, especially

large sequences of missing values, are not uncommon and

may create issues with analysis. If data on water temperatures

are missing in the summer period, it may be difficult to make

proper inference about the survival of trout. Missing values

during the spring season might affect modeling of survival

of young. While missing data imputation is thus important,

imputing missing values in water temperature is challeng-

ing, especially when there are missing values over extended

time. Figure 1 shows four time series of daily maximum water

temperatures collected from the sensors at different stream

sites for a year (Time Point 1 is January 1). Clearly, there

are large segments of missing values for the water tempera-

ture that will complicate multistream analysis. It is however

challenging to impute missing temperatures from individual

time series because there is not sufficient information from

the neighboring time points.

In this work, we propose to impute missing values in water

temperature by considering a novel spatiotemporal varying

coefficient model (STVCM). The varying coefficient model

(VCM) was first proposed by Hastie and Tibshirani (1993).

The methodology has been advanced theoretically by sev-

eral authors (Fan & Zhang, 2008; Hoover, Rich, Wu & Yang,

1998; Huang, Wu & Zhou, 2002; Wu, Chiang & Hoover,

1998), and it has been used in many applications (Cheng,

Zhang & Chen, 2009; Ferguson, Bowman, Scott & Carvalho,

2007; Ferguson, Bowman, Scott & Carvalho, 2009; Li et al.,

2014). The VCM usually is based on a linear relationship

between the response and covariates in which the coefficients

vary as a function of other variables. The missing values in

the response can be imputed by the estimated VCM equation.

Although there are many recent studies on VCM with miss-

ing values in the response (Huang et al. 2015; Xu & Zhu,

2013; Zhao & Xue, 2011), few of them consider environmen-

tal data or use location in the varying coefficients thus do

not take advantage of the spatial correlation of the response.

To take the spatial correlation of the response into consider-

ation, the VCM was extended to the STVCM using various

estimation methods (Lu, Steinskog, Tjøstheim, & Yao, 2009;

Serban, 2011). However, those methods are not adequate for

the situation where there are large sequences of missing val-

ues in the response curves. To address the challenge, the

proposed method (denoted as STVCM) focuses on estimat-

ing the spatially temporal varying coefficients when there are

missing values in the response. The proposed STVCM uses

a linear model form that relates water and air temperatures,

although the model coefficients vary with space and time. An

important feature of the environmental data in this work is

that the correlation over time is considerably higher than the

correlation over space. To accommodate this property,

FIGURE 1 Data with large sequences of missing water temperatures during the monitoring period: (a) missing at the middle, (b) missing at the beginning,

(c) missing at the end, (d) missing at multiple segments
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we adopt a polynomial spline method to model the tempo-

ral effect and use a local kernel method to fit the spatial

effect. Polynomial splines with parsimonious expression can

easily capture the temporal correlation in water temperature

(Li et al., 2014). The spatially based kernel method borrows

strength from neighboring sites to impute missing values.

For the bandwidth in the kernel method, an adaptive nearest

neighbor bandwidth selection is used to include the site that is

most relevant to the target site (Fan & Gijbels, 1996). It leads

to an adaptive, self-learning fitting algorithm with accurate

missing data imputation.

There are two commonly used methods for imputing miss-

ing water temperature: using spatiotemporal correlation of

water temperatures at multiple sites and using covariates to

impute water temperature. For the first method, the water tem-

peratures are measured at multiple locations over time thus are

spatially and temporally correlated. Water temperatures from

neighboring sites or nearby time points can be used to impute

missing values. For the second method, covariates such as

air temperature are useful for imputing water temperature.

Colocated air sensors or air temperature measurements from

weather networks may have a complete data record and would

be expected to be strongly correlated with water temperature.

Therefore, those measurements can be used to impute water

temperature, potentially with reasonable accuracy (Mohseni

et al., 1998, Webb, Clack & Walling, 2003). The pro-

posed method takes advantage of both types of approaches

thus can effectively model the paired air and stream water

temperatures when there are groups of missing values in

the response.

Conventional methods for modeling water temperature with

missing data include the linear regression model (Neumann,

Rajagopalan, & Zagona, 2003) and nonlinear logistic regres-

sion model (Mohseni et al., 1998; Mohseni & Stefan, 1999)

using air temperature as a covariate. These methods have

meaningful interpretation. However, such approaches over-

look the spatial and temporal effects and may not be appro-

priate for modeling water temperature over a large spatial

region. Advanced models are also used in missing data impu-

tation. For example, the Gaussian process based on spatial

correlation is widely used in the literature (Cressie, 1993;

Cressie & Wikle, 2011). The Gaussian process model can

capture both the water–air relationship in the mean com-

ponent and the spatiotemporal correlation of water temper-

ature in the covariance component. However, it is often

challenging to deal with large data sets due to the com-

putational difficulty, especially when the Gaussian process

model is applied to bivariate or multivariate time series data

(Kaufman, Schervish & Nychka, 2008). The neural network

(NN) is another possible method for analysis of spatiotem-

poral environmental data (Coulibaly & Evora, 2007). NN are

flexible in modeling the water–air relationship. As a black box

for the inputs and outputs, it does not provide a clear expla-

nation of the relationship or help with interpretation of the

spatiotemporal correlation.

The imputed data are useful for a number of applications.

For example, risk metrics that are based on the entire or part

of the time series may be used to rank streams and predict

streams that might be at risk for losing trout (Trumbo et al.,

2014). Rankings might be used to identify streams that would

be candidates for restoration or preservation. Clustering of

streams based on air–water temperature relationships is also

useful for identifying groups of streams. An approach to clus-

tering was proposed in Li, Deng, Dolloff and Smith (2016);

however, the method was limited by the lack of complete

data. Here, the imputed data will be used with the cluster-

ing approach of Li et al. (2016) to identify groups of streams

related to the air–water temperature relationship.

The remainder of this work is organized as follows. Section

2 details the proposed method. Simulation studies are con-

ducted in Section 3 to examine the performance of the pro-

posed method. Section 4 applies the proposed method to

impute the missing values in the real data for 156 trout streams

in the eastern United States (Trumbo et al., 2014). The clus-

tering of streams using the imputed data is conducted to

illustrate the effectiveness of investigating the characteristics

of streams. We conclude this work with some discussion in

Section 5.

2 THE PROPOSED METHOD

2.1 Spatiotemporal varying coefficient model

Denote by T the number of time points and S the number of

sites. Let Ws,t be the maximum daily water temperature and

As,t be the maximum daily air temperature for site s at time t,
t = 1, 2,… , T , s = 1, 2,… , S. We propose a STVCM for the

air–water temperature relationship as

Ws,t = 𝜃0(s, t) + As,t𝜃1(s, t) + 𝜖s,t, (1)

where 𝜃0(s, t) and 𝜃1(s, t) are varying intercept and slope coef-

ficients and 𝜖s,t is the error term in the model. We assume

E(𝜖s,t) = 0 and var(𝜖s,t) = 𝜎2. For the inference in Section 2.3,

we assume that the error term 𝜖s,t is independently normally

distributed. Here, 𝜃0(s, t) can be viewed as an intercept func-

tion in terms of s and t. Similar interpretation can be applied

for 𝜃1(s, t).
Note that there is strong correlation over time for water tem-

peratures in the data we use, but relatively weak correlation

over space due to the effects of other landscape character-

istics of streams and the degree of spatial separation. To

capture most of the variation in maximum water tempera-

ture, the temporal effect needs to be emphasized. Note that

this is in contrast with recent stream network methodolo-

gies where there is a strong spatial component (Ver Hoef,

Peterson, Clifford, & Shah, 2014; Rushworth, Peterson,

Ver Hoef, & Bowman, 2015). Here, the stream sites are not

part of a stream network but rather dispersed over a broad

geographic region.
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We thus model the varying coefficients as

𝜃0(s, t) =
K∑

j=1

𝛼j(s)bj(t), 𝜃1(s, t) =
K∑

j=1

𝛽j(s)bj(t), (2)

where {b1(t),· · ·, bK(t)} are a set of K time dependent basis

functions chosen for the temporal effect. It means that the

model in (1) can be expressed as

Ws,t =
K∑

j=1

𝛼j(s)bj(t) +
K∑

j=1

𝛽j(s)bj(t)As,t + 𝜖s,t, (3)

Here, 𝛼j(s), 𝛽 j(s), j = 1, 2,· · ·, K are viewed as coefficients of

the basis functions bj(t), and they vary with the spatial index,

s. In this sense, we consider the spatial effect as a varying

coefficient of the time effect. Hence, the proposed model in

(6) has a linear model form for water temperature with respect

to the covariates

xs(t) ≡ [b1(t), … , bK(t),As,tb1(t), … ,As,tbK(t)]′, (4)

and the corresponding space coefficients as

𝛾(s) ≡ [𝛼1(s), … , 𝛼K(s), 𝛽1(s), … , 𝛽K(s)]′. (5)

Clearly, the coefficients 𝜸(s) in (5) can be viewed as vary-

ing coefficients of the coefficients 𝜃0(s, t) and 𝜃1(s, t). For

a fixed s, define a response vector Ws = (Ws,1,… , Ws,T )
′
, a

regression matrix 𝚪s = (xs(1),… , xs(T))
′
, and an error vector

𝝐s = (𝜖s,1,… ,𝜖s,T )
′
. Then the model in (6) can be written in a

matrix form as

Ws = Γs𝜸(s) + 𝜖s. (6)

For the temporal effects xs(t) in (4), we adopt the quadratic

spline method in Li et al. (2014) with the following basis

functions:

{b1(t), … , bK(t)} =
{

1, t, t2, (t − 𝜉1)2+, … , (t − 𝜉N)2+
}
, (7)

where, 𝜉1, 𝜉2,… , 𝜉N are N knots and (t − 𝜉n) +, n = 1, 2,

… , N are the splines with (t − 𝜉n) + = t − 𝜉n if t ≥ 𝜉k and

(t − 𝜉n) + = 0 if t < 𝜉n. The splines can easily capture

the strong correlation over time associated with the change in

water temperature. The rationale for using a quadratic spline

(m = 2) is from a combination of good cross-validation and

model interpretation (smoothness of the fitted curve). The

Mallows’s Cp (Mallows, 1973) was used as a selection statis-

tic. We compared the results in one site to the cases with a

linear spline (m= 1) and a cubic spline (m= 3). A cubic spline

(m = 3) results in a larger Cp value compared to the quadratic

spline (m = 2). The linear spline (m = 1) gives a smaller Cp
value but results in a curve that is less smooth. Therefore, the

choice of a quadratic spline is based on a combination of curve

fitting, model parsimony and selection statistic. To select the

number of knots N, we follows the strategy in Li et al. (2014)

and choose N = 4 and set the location of the knots evenly

distributed over the time range. We compared the fit using

N = 3, N = 5, and N = 12 knots with different degrees of

polynomials for the spline models. Using N = 4 knots with

quadratic splines results in a smooth fitted curve, good inter-

pretation in terms of seasonal effect, and a good Cp statistic.

For the spatial coefficients in (5), we consider the local ker-

nel method for estimation (Fan & Zhang, 2008) rather than

the spline approach for the spatial coefficients in (5). Because

the spatial correlation of water temperature may not be strong

(i.e., two sites located close to each other may not necessarily

have a higher correlation than two distant sites), a spline basis

for the spatial effect (based on latitude and longitude) would

make the shape of the fitted varying coefficients unreliable

and highly dependent on the chosen bases. The use of a local

kernel method results in more flexibility for modeling the spa-

tial correlation between water temperature at different stream

sensor sites. Specifically, we use the local constant method

and express, for a fixed site u:

𝛼j(u) = 𝛼j,u, 𝛽j(u) = 𝛽j,u, u = 1, 2, … , S. (8)

For a given u, we define Bk(u) as a set containing k neighbor-

ing sites of u. To estimate the parameters 𝜶u = (𝛼1,u,… ,𝛼K,u)
′

and 𝜷u = (𝛽1,u,… ,𝛽K,u)
′
in the proposed STVCM, we propose

to minimize the following objective function,

L(𝜶u, 𝜷u) =
∑

t

∑
s∈Bk(u)

[
Ws,t −

K∑
j=1

𝛼j,ubj(t) −
K∑

j=1

𝛽jbj,u(t)As,t

]2

× Gh(‖u − s‖) + 𝜆
(‖𝜶u‖2

2
+ ‖𝜷u‖2

2

)
,

(9)

where 𝜆 ≥ 0 is a smoothing parameter, ‖·‖2 is the vector L2

norm, and ‖u − s‖ is the distance between site u and site s.

Gh(x) is the kernel function with bandwidth h. In this study,

we use the Epanechnikov kernel Gh(x) = 3

4
(1 − x2)+I[|x|<h]

(Ruppert, Wand, & Carroll, 2003). Clearly, the estimation

of 𝜶u and 𝜷u can be obtained through standard quadratic

programming. One can also consider using weighted least

squares for parameter estimation. However, because of the

penalty terms 𝜆
(‖𝜶u‖2

2
+ ‖𝜷u‖2

2

)
in (9), the weighted least

squares estimation approach needs to be solved under the

ridge regression setting. Note that water temperatures from

different streams typically contain missing values over differ-

ent time ranges. For the proposed model to achieve accurate

imputation, it is crucial to properly choose Bk(u) and the

bandwidth h. Here, we adopt the adaptive nearest neighbor

selection in a spirit similar to that in Fan and Gijbels (1996).

In choosing Bk(u), we include neighboring sites that are simi-

lar to the target site and also have complete data for the period

when data are missing in the target site. Denote by ni the num-

ber of observed records at time i for water temperatures from

a set of k sites. Then we find Bk(u) to be the set of k sites

closest to the target site u satisfying min ni > 0. Thus, for a

bandwidth h, it can be selected adaptively as

h = max
s∈Bk

‖u − s‖, (10)

where ‖u − s‖ is the distance between site s and site u.
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It is worth pointing out that the choice of the local con-

stant method in (9) instead of a local linear or other complex

expression results from the pursuit of a parsimonious model.

The data from other sites may not directly improve the imputa-

tion of water temperature but may help to impute the missing

information over the time. In other words, it would be prefer-

able to use a small bandwidth h such that we select only a few

sites from the neighborhood to borrow information.

2.2 Tuning parameter selection

For the proposed method, there are two tuning parameters k
and 𝜆. Because of a relatively weak spatial correlation pat-

tern in the water temperatures, we fix k = 1 resulting in

a “1-nearest-neighborhood” method. A large k may result

in inaccurate imputation because a large number of sites

with different landscape characteristics may not be helpful

for fitting the model. To select 𝜆, we use the generalized

cross-validation (GCV) method (Wahba, 1990). The GCV(𝜆)

is defined as

GCV(𝜆) =
S∑

s=1

(
Ŵs − Ws

)′ (
Ŵs − Ws

)
∕ (1 − tr(S𝜆)∕T) ,

(11)

where Ws = (Ws,1,… ,Ws,T )
′

is the observed water tempera-

ture and Ŵs is the imputation of Ws. Here, S𝜆 is the so-call

smoother matrix in the spline context (Wahba, 1990). One

can refer to Li et al. (2014) for more details. The optimal tun-

ing parameter 𝜆GCV is then selected as the one minimizing

GCV(𝜆). Note that there are other criteria for tuning parame-

ter selection, such as leave-one-out cross-validation and Mal-

low’s Cp statistic (Ruppert et al., 2003). The leave-one-out

cross-validation is computationally expensive and can be

approximated by GCV. The GCV is approximately equal to

Cp and does not require a prior estimate of the variance of the

error term (Ruppert et al., 2003). Therefore, we choose GCV

here as the criterion for smoothing parameter selection.

2.3 Inference on prediction

Because the proposed STVCM can be viewed as a

regression-based spline model, inference on the prediction of

stream temperature can be easily conducted for each stream

site. The prediction interval for a future observation is similar

to the interval for the regression model under the assumption

of normally distributed error terms (Rencher & Schaalje,

2008). Specifically, the 100(1 − 𝛼)% prediction interval for a

predicted water temperature ŵ0 at a future observation x0 is

ŵ0±t𝛼∕2,Nc 𝜎̂

√
1 + x′

0
(X′DX + 𝜆I)−1x0, (12)

where t𝛼∕2,Nc is the 100(1 − 𝛼)% percentile of t distribution

with degree of freedom Nc. Here, Nc is the number of non-

missing observations, 𝜎̂ =
∑S

s=1 (Ŵs − Ws)′(Ŵs −Ws)∕Nc is

the estimate for the standard deviation 𝜎, and I is the identity

matrix. X is a model matrix defined as X = (𝚪′
1
,𝚪′

2
, … ,𝚪′

S)
′.

D is a diagonal matrix with the nonzero diagonal elements

being the kernel distance for the selected neighbor sites.

3 SIMULATION STUDY

In this section, we evaluate the proposed method through a

simulation study based on a subset of the data collected from

thermograph sensors. For this simulation study, we use the

sensor data available on 35 stream sites with complete records

of both daily maximum water and maximum air temperatures.

For each site, there is a full year of data with the same starting

date (January 1, 2011) and ending date (December 31, 2011).

The sensor locations are shown in Figure 2. The longitude and

latitude of the streams are used to provide spatial information.

For these 35 sites with complete records, we deliberately

remove a part of the water temperature data and use the

removed data as test sets to evaluate imputation. The remain-

ing data are used for model estimation. The root mean squared

errors (RMSE) statistic is used to evaluate the imputation

performance. The RMSE is defined as

RMSE =
√

1||∑i∈
(
Wi − Ŵi

)2
, (13)

where is the test set of missing values and || is the number

of the observations in set  (i.e., the number of missing water

values). Here, Wi
′s are the water temperatures removed from

the original data set (i.e., not used to estimate the model), and

Ŵ ′
i s are the imputed values.

The models used in the comparison with the proposed

STVCM include the linear regression model (Neumann et al.,

2003), the nonlinear logistic model (Mohseni et al., 1998),

the SAS MI procedure (Allison, 2005), the Gaussian pro-

cess model (Cressie, 1993), and the NN (Hastie, Tibshirani,

& Friedman, 2009). For the linear regression model and

the nonlinear logistic model, we impute the missing water

temperature data from the fitted model based on air temper-

ature. For the Gaussian process model, the linear form of air

temperature is used for the mean component. The empiri-

cal correlation matrix is used for the spatial correlation, and

the autoregressive structure of order one is used for the tem-

poral correlation. For the NN, we used the Matlab Neural

Network Toolbox (The MathWorks, 2014) using the default

settings, where time, location (latitude and longitude), and

air temperature are inputs and water temperature is the out-

put. A two-layer network with 10 neurons was used. The

network was trained with Levenberg–Marquardt backpropa-

gation algorithm. For each method compared, we consider

three scenarios for missing values for each site. Scenario 1

(S1) considers missing values at random time points. Scenario

2 (S2) considers one sequence of missing values occurring at

a random time point. Scenario 3 (S3) considers one sequence

of missing values occurring at the beginning or end of the
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FIGURE 2 Locations of 35 stream sites with complete records in the simulation (red dots) and locations of 156 streams in the real data study (black dots)

period. For each scenario, we treat 10%, 20%, and30% of the

data as missing, respectively. Thus, there are nine simulation

scenarios, denoted as S1-10%, S1-20%, … , S3-30%.

3.1 Overview of results

Results from the different simulation settings were similar in

pattern and results from the setting of S3-30% are summarized

below. For this scenario, for each site, we randomly remove

30% of the water temperature values from either the begin-

ning or the end of the water series and treat them as missing

values. Then the RMSE is calculated with respect to the miss-

ing values for each site, and thus, we can obtain 35 RMSEs

for each method in comparison. The boxplots of the RMSEs

are shown in Figure 3 to examine the imputation performance

for different models. From Figure 3, it is clear that the pro-

posed STVCM has the lowest RMSEs and the NN is the

only method comparable to STVCM. Therefore, we will com-

pare the performance of STVCM and NN comprehensively

as follows.

3.2 Comprehensive study of STVCM versus NN

In this section, we focus on evaluating the performance of the

STVCM and NN methods for the nine scenarios. The num-

ber of missing values are the same for all the sites in the

same scenario. Then we impute those missing values and cal-

FIGURE 3 Boxplots of RMSEs (y-axis) for six different methods of

imputing missing data in 35 streams

culate the RMSEs based on the STVCM and NN methods,

respectively. For each setting, we repeat the procedure of gen-

erating and imputing missing values 1,000 times and obtain

1,000 RMSEs. Then, for each setting, we graph boxplots of

the RMSEs for the STVCM and NN methods, respectively.

Boxplots based on 1,000 RMSEs are shown in Figure 4.

There are a few findings based on the results from Figure 4.

First, imputation using the STVCM has greater accuracy than



LI ET AL. 7 of 12

the NN method for S1. Note that the STVCM uses a smooth

method for 𝜃0(s, t) and 𝜃1(s, t). Missing values at the random

locations thus have little impact on the proposed method on

modeling (smoothing) the trend of water temperature. There-

fore, the STVCM can easily borrow information from the

neighboring time points to accurately impute the missing val-

ues. Second, the STVCM is slightly worse than that of the NN

for S2. One possible explanation is that one large sequence

of missing values might not be well predicted by the series

at another location. Also we can see that the performance

of the proposed method (as well as that of the NN method)

degenerates as the percent of missing values increases. Third,

the STVCM achieves better performance than the NN for S3.

In this scenario, the time range for the missing water temper-

atures is at the end of the time range of the nonmissing data.

As the proposed STVCM considers the spatial correlation

between sites and searches for the best neighboring site to

FIGURE 4 Boxplots for RMSEs (y-axis) for STVCM (in white color) and

NN (in red color) under different scenarios

TABLE 1 Computation time (for 1000 runs) for STVCM and NN methods
(in seconds)

10% 20% 30%
STVCM NN STVCM NN STVCM NN

Randomly missing (S1) 6,579 39,461 6,519 35,536 6,439 30,700

One sequence of missing 4,525 46,276 4,521 45,282 4,483 30,306

at random location (S2)

One sequence of missing 5,242 39,899 5,183 37,254 5,137 31,666

at beginning or end (S3)

NN = neural network; STVCM = spatiotemporal varying coefficient model.

borrow information, it works more efficiently and precisely to

impute the missing values. In contrast, the NN uses all avail-

able information without regard to location and may result in

less accurate imputation of the missing values.

We also compare the computational time for the proposed

STVCM and the NN. The computational time (for the 1,000

runs) for both methods is shown in Table 1. Clearly, the

proposed STVCM is much faster than the NN in terms of com-

putational time; in some cases, the computational time of the

STVCM is about 80–90% faster than that of the NN method.

In addition, we also calculate the coverage probability of

the 95% prediction interval based on (12). Specifically, for

each simulation, we calculate the prediction interval for every

missing water temperature. Then one can count the number

of times that the true value of missing water temperature is

covered by the prediction interval. For each simulation, we

can thus estimate the coverage probability by

Coverage Probability =
#{imputed missing water temperature is in the prediction interval}

#{missing water temperatures}

Then, for each simulation setting, we can obtain 1,000

coverage probabilities from the simulations for each setting.

Figure 5 shows the boxplots of coverage probability of the

95% prediction interval for the proposed STVCM method

under the nine settings. Clearly, one can see that for in the case

of S1 with missing at random time points, the coverage prob-

ability the 95% prediction interval from the proposed method

is very close to 95%. In the case of S2 and S3 when involving

missing over time, the coverage probability of the 95% predic-

tion interval appears to be lower, at around 90%. A possible

explanation is that the proposed method may lose estima-

tion efficiency slightly when imputing the missing values

over time.

3.3 Comparison of STVCM and NN with large
sequences of missing values

Note that the real data in this work contains several streams

with more than 50% missing on water temperatures and as

suggested by the referees, we consider a further simulations

under S2 for 50% and 75% of missing data, respectively.

In this simulation study, 15 sites with a complete full-year

data are randomly selected, and one sequence of the water

temperatures in those sites was set to missing. We repeat

this procedure for 1,000 iterations for both STVCM and

NN. The RMSEs are reported in Figure 6 and the com-

putational time is shown in Table 2. From the compari-

son results, one can see that the RMSEs from STVCM

and NN are comparable, but the NN method is not very

stable with more outliers. In terms of computational time

in Table 2, the proposed method is much faster than the

NN method.



8 of 12 LI ET AL.

FIGURE 5 Boxplots of coverage probability of prediction intervals in the simulation

FIGURE 6 Boxplots for RMSEs (y-axis) for STVCM (in white color) and

NN (in red color) under S2 with large sequence of missing values

4 CASE STUDY: CLUSTERING TROUT
STREAMS

In this section, we apply the proposed STVCM to the water

temperature measured in 156 streams primarily in the south-

eastern United State (the locations are shown in Figure 2). The

data used here were measured for 9 months starting from Jan-

uary 1 to September 30, 2011 (272 days) and do not contain

missing values for the air temperatures. Imputation of poten-

tial missing values in the air temperature will be discussed in

FIGURE 7 Binary description for missing water temperature for the 156

sites. Black line segments indicate the date and duration of missing values

Section 5. Figure 7 shows the missing pattern for daily max-

imum water temperatures for the 156 streams. Among the

156 streams, there are only around 25% of streams having a

complete record of stream water temperatures.

After imputing the water temperature data using the pro-

posed method, the clustering method in Li et al. (2016) is

used for grouping the 156 streams. For the clustering, we

used a K-medoids approach with the Canberra distance met-

rics (details are in Li et al. (2016)). For the management of

trout streams (or sites) in terms of fish habitat and temper-

TABLE 2 Computational time (for 1,000 runs) for STVCM and NN methods (in seconds) under
S2 with large sequence of missing values

50% 75%
STVCM NN STVCM NN

One sequence of missing at random location (S2) 3,737 13,375 3,642 16,654

NN = neural network; STVCM = spatiotemporal varying coefficient model.
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FIGURE 8 Clustering results based on intercept curves: (a) cluster map, (b) intercept curves, (c) boxplots of elevation in the two clusters

ature risk, it is helpful to identify clusters of streams with

similar air–water temperature relationships. If streams within

the same cluster have similar profiles of risk, then agen-

cies can better manage streams and watersheds based on the

water–air temperature relationship (Mayer, 2012). Clustering

streams is also valuable in other aspects. For example, many

climate and landscape factors affect the water and air temper-

ature relationship in streams (Chen, Carsel, McCutcheon, &

Nutter, 1998). Those factors tend to be distinct for each

stream but may show certain similarity when compared

within the same cluster. In addition to latitude and longi-

tude of stream sites, several other stream characteristics are

also measured: elevation and the percentage of forest in the

area around the stream. The variables elevation and forest

percentage are used as descriptive information to evaluate

clustering results.

Cluster results are summarized graphically for intercept

and slope profiles in Figures 8 and 9. There are two find-

ings in the clustering results supporting the reliability of the

imputed data by STVCM. Consider first, Figure 8 that sum-

marizes the clustering results based on the intercept curves

(i.e., 𝜃0(s, t) in STVCM). It results in two clusters, which are

spatially well separated with respect to the stream locations.

Moreover, the clustered streams also have a close connection

with the elevation variable (Figure 8c). The two clusters differ

significantly in elevation (two sample t test, p value = 3.6e-4).

Note that the intercept curves are related to the local average

daily maximum water temperature (Li et al., 2014). It shows

that the completed water temperature data using imputed

missing values from the STVCM are consistent with the phys-

ical interpretation that high elevation usually results in low

water temperature, especially in the cooler part of the year.

Second, consider the clustering results based on the slope

curves (i.e., 𝜃1(s, t) in STVCM) in Figure 9. It is seen that

there are two clusters, which do not have clear separation

in terms of spatial location. However, the resultant clusters

have a meaningful connection with the percentage of for-

est variable. Figure 9 shows the boxplots for the percent

forest of streams for the two clusters, based on the slope

curve. The mean percent forest is significantly different for

the two clusters (p value = 1.4e-6 from two sample t test).

The differences suggests that the slope curves are associated

with stream percent forest and that altering percent forest

may affect stream sensitivity to changes in air temperature
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FIGURE 9 Clustering results based on slope curves: (a) cluster map, (b) slope curves, (c) boxplots of percent forest in the two clusters

(Li et al. 2014). The resultant clustering thus gives evidence

that the use of the STVCM is reasonable because high-percent

forest usually makes water temperature less sensitive to

changes in air temperature due to shading. Elevation is asso-

ciated with average air temperature, especially in the winter

and spring.

5 CONCLUSION

In this work, we propose a novel missing data imputation

method based on a STVCM for the stream water tempera-

ture, The proposed method considers both the temporal and

the spatial variation in water temperature and provides an

accurate imputation of the missing water temperatures. The

simulation study shows that the performance of the proposed

method for missing data imputation is better than several

existing methods such as the NN. By imputing the missing

water temperature data in 156 streams, the complete set of

sensor data can be used to successfully cluster the streams and

results in clusters with meaningful interpretation.

Note that in this study of maximum water temperature

from multiple stream sensors, the sensor data have strong

temporal correlation and weak spatial correlation. The adop-

tion of polynomial splines for the temporal effect and local

kernel method for the spatial effect provides a flexible struc-

ture to quantify the varying coefficients. We also conducted

some experiments using polynomial splines for both time and

spatial effects. Although the imputation results remain plausi-

ble, the fitted intercept and slope curves do not provide useful

information for the cluster analysis. One future research direc-

tion can be how to use more flexible basis functions for both

temporal and spatial effects. It is also worth pointing out that

the proposed method has not taken advantage of other poten-

tial covariates such as precipitation, slope, and aspect that may

be available.

Because the proposed method can provide valid inference

on estimation and imputation, one could incorporate the vari-

ance of the estimated intercept and slope curves into the

clustering. In this case, the clustering algorithm adopted from

Li et al. (2016) needs to be modified to accommodate the
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unequal variance with different amounts of “shrinkage” to the

cluster medoid. The K-medoids algorithm used in Li et al.

(2016) is effective in detecting compact spherical-shaped

clusters and is easy to use in practice (Aggarwal & Reddy,

2013). Alternatively, one may consider other clustering

algorithms such as hierarchical clustering, support vector

machines, classification tree, and random forest (Hastie et al.

2009). Finally, the current work assumes that the data on air

temperatures are complete without missing values. In prac-

tice, missing value are also occurred in the air temperatures.

How to conduct an effective method for imputation of both

missing air and water temperatures would be an interesting

topic for future research.
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