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Background Machine learning (ML) based mortality prediction models can be immensely
useful in intensive care units. Such a model should generate warnings to alert physicians
when a patient’s condition rapidly deteriorates, or their vitals are in highly abnormal ranges.
Before clinical deployment, it is important to comprehensively assess a model’s ability to
recognize critical patient conditions.

Methods We develop multiple medical ML testing approaches, including a gradient ascent
method and neural activation map. We systematically assess these machine learning
models’ ability to respond to serious medical conditions using additional test cases, some of
which are time series. Guided by medical doctors, our evaluation involves multiple machine
learning models, resampling techniques, and four datasets for two clinical prediction tasks.
Results We identify serious deficiencies in the models’ responsiveness, with the models
being unable to recognize severely impaired medical conditions or rapidly deteriorating
health. For in-hospital mortality prediction, the models tested using our synthesized cases
fail to recognize 66 % of the injuries. In some instances, the models fail to generate adequate
mortality risk scores for all test cases. Our study identifies similar kinds of deficiencies in the
responsiveness of 5-year breast and lung cancer prediction models.

Conclusions Using generated test cases, we find that statistical machine-learning models
trained solely from patient data are grossly insufficient and have many dangerous blind
spots. Most of the ML models tested fail to respond adequately to critically ill patients. How
to incorporate medical knowledge into clinical machine learning models is an important
future research direction.

The Food Drug Administration authorized the first autonomous artifi-

cial intelligence (AI) diagnostic system in 2018, which is for detecting  detection’.

Computational models can be used to
evaluate a patient’s health condition and
predict their risk of dying, for example, in the
intensive care unit. These models could be
useful to identify patients with worsening
health conditions and alert doctors promptly.
We test how well several computational
models recognize patients with serious or
worsening health conditions. We find most of
the computational models evaluated cannot
recognize critical health events in our tests,
which is conceming. Our work highlights the
importance of using medical knowledge
guided testing to ensure models are suitable,
as well as the need to incorporate
fundamental medical knowledge into the
design of such models.

creating incorrect predictive shortcuts for image-based skin cancer

diabetic retinopathy'. Since then, Al machine learning (ML) based
predictive technologies are rapidly made available for incorporation into
clinical workflows’, e.g., for early sepsis detection’ and predicting sur-
gery time’. However, recent studies revealed problems of prediction
models under various medical scenarios, e.g., missed detection in
mortality prediction or cancer prognosis’, poor sepsis forecast by a
popular U.S. electronic health record software system Epic’, and models

These findings point out the urgent need for systematic model eva-
luation before their clinical adoption to ensure trustworthiness®. For
example, for in-hospital mortality (IHM) prediction, it is important to
measure whether or not ML models can promptly respond to deteriorating
patients’ conditions. However, due to the immense complexity of the input
space, model evaluation is challenging. Exhaustive testing is both unne-
cessary and impossible in most medical AT applications.
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The current ML testing practice is very limited in terms of the coverage
of disease conditions. Existing model testing is largely restricted to a small
percentage (10-15%) of the existing dataset, i.e., test set, as the bulk of the
data is reserved for training. Because data imbalance in medicine is com-
mon, a typical test set likely has a low coverage of various critical medical
conditions and minority prediction class cases. For example, the minority
prediction class (i.e., death class) only accounts for 13.5% of an IHM pre-
diction dataset’. Even with cross-validation and bootstrapping, the test set is
largely limited to the original data.

As a result of the limited test sets, predictive models may be under-
evaluated. How they respond to real-world scenarios may be insufficiently
assessed. During clinical deployment, new patient conditions could occur
out of the distribution of the test set, triggering unexpected failures, e.g., the
model failing to produce high enough risk scores for critically ill patients.
This issue may disproportionately impact the smaller prediction class, as a
typical data-driven model aims to prioritize the accuracy of the majority
class samples during training’. One approach for increasing test coverage is
to use synthetic test samples. Recently, generative technologies have been
proposed to produce curated manmade images for testing self-driving
vehicles™"’. However, image-based solutions do not address the unique
temporal challenge in medical time-series applications.

In this work, we develop systematic approaches for generating new
test cases beyond the original dataset to assess the responsiveness of ML
models to critical health conditions that may occur in clinical settings.
Our test case generation is guided by domain knowledge and medical
experts. Our experiments involve binary classification tasks, including
time-series-based IHM prediction and 5-year breast and lung cancer
survivability (LCS) prognosis (Fig. 1). We develop multiple methods for
generating high-risk test cases that do not exist in the training data or are
underrepresented in the training set. Our solutions can process time
series data, which is pervasive in medicine. We also conduct interviews
with medical experts to obtain their estimated risks on some of the
generated test cases. Our work reveals alarming prediction deficiencies of
ML models and points out that ML responsiveness is an important aspect
of trustworthiness in digital health.

Methods

Prediction tasks, datasets, and model selection

Our work aims to test medical ML models for their binary classification
accuracy under serious disease conditions. We focus on three binary

prediction tasks, namely 48-h THM risk prediction, 5-year breast cancer
survivability (BCS) prediction, and 5-year LCS prediction.

The datasets in our study include a 2019 benchmark'' based on the
MIMIC III'*" dataset, a 2020 benchmark'* based on the eICU" dataset, and
a 2018 reproducibility benchmark'® based on the Surveillance, Epidemiol-
ogy, and End Results (SEER) (5-year breast and lung cancer) dataset'®. The
first two datasets contain patients’ 48-h time series data in critical care units
(ICU). Our study excludes clinical free text notes. As with many medical
datasets, the MIMIC-III dataset for IHM, containing 21,139 samples, is
imbalanced, with 13.2% death cases (Class 1), and 86.8% non-death cases
(Class 0). The eICU IHM benchmark dataset contains a total of 30,681
(88.5% for Class 0 and 11.5% for Class 1) samples with similar attributes and
time lengths to the MIMIC III benchmark™. Supplementary Fig. S1 shows
the distributions of key attributes of both MIMIC Il and eICU datasets. The
SEER BCS dataset contains 248,751 patient cases with 56 attributes (7
numerical and continuous features and 49 categorical). In the SEER BCS
dataset, 12.7% of cases are death cases (Class 0); the rest are survived cases
(Class 1). Supplementary Fig. S2 shows the distributions of key attributes.
The SEER LCS dataset contains 205,555 cases with 47 features (7 numerical
and continuous features and 40 categorical). 84% of patients died in the LCS
dataset.

The creation of the MIMIC-III dataset was approved by the Institu-
tional Review Boards of Beth Israel Deaconess Medical Center (Boston,
MA) and the Massachusetts Institute of Technology (Cambridge, MA).
Because sensitive health information was de-identified and the dataset did
not impact clinical care, the requirement for individual patient consent was
waived. The eICU dataset creation is exempt from institutional review board
approval due to the retrospective design, lack of direct patient intervention,
and the security schema, for which the re-identification risk was certified as
meeting safe harbor standards by an independent privacy expert (Privacert,
Cambridge, MA) (Health Insurance Portability and Accountability Act
Certification no. 1031219-2). The SEER Program dataset is managed and
maintained by the National Cancer Institute (NCI) in the United States. The
centralized data collection system enables central IRB submission and
approval through reliance agreements with registries. The SEER data col-
lected by registries under state public health reporting authority is HIPAA
exempt. MIMIC III is freely available through a proper request to the data
source (https://physionet.org/content/mimiciii/1.4/). It requires a license
(PhysioNet Credentialed Health Data License 1.5.0), Data Use Agreement
(PhysioNet Credentialed Health Data Use Agreement 1.5.0), a training

Total MIMIC-IIl based test cases (time series) Total SEER based test cases
177,507 205,414
4 A \
Attribute varying test Gradient ascent test AT vir);mtg fSt
case generation case generation casezgg 4e14a 10
177,495 12 s
s N , ,
Single-attr.  Multi-attr. Glasgow Single-attr. Multi-attr. Single-attr. Multi-attr.
critical zone critical zone Coma Scale  deterioration deteriorating critical zone critical zone
testcases  testcases  testcases test cases test cases test cases test cases
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Fig. 1 | Number of generated test cases for evaluating models trained on in-
hospital mortality risk prediction and 5-year cancer survivability prediction
models. The left side illustrates the generated test case of each category for testing in-
hospital mortality risk prediction models trained on MIMICIII or eICU dataset. The

right side represents the generated test cases to test 5-year breast cancer survivability
(BCS) prediction models. The SEER lung cancer survivability (LCS) models are
tested similarly using the single-attribute test cases.
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(CITI Data or Specimens Only Research). The eICU dataset can also be
accessed (https://physionet.org/content/eicu-crd/2.0/) by completing these
mentioned steps. The SEER dataset is also freely available through a proper
request to the data source (https://seer.cancer.gov/). It requires the Data
Application Form, Data User Agreement, and Acknowledgment of Data
Limitations (https://seer.cancer.gov/data/product-comparison.html). The
data was accessed through an eRA Commons account, and the data cohort
was selected using SEER*Stat software. We gained access to the datasets
following the various routes described above. All these datasets are de-
identified and public. Thus, an IRB approval is not required for this study,
specifically the analysis of de-identified and publicly available data does not
constitute human subjects research (U.S. Federal Regulations 45
CFR 46.102).

We select ML models that are commonly used in the medical literature
for these prediction tasks. Specifically, we select long short term memory
(LSTM) as it is widely used for predicting mortality risk in a 48-h ICU time
series dataset—in recent literature™’""’. Similarly, for cancer survivability
prediction, we selected multi-layer perceptron (MLP), which was com-
monly used in analyzing SEER datasets™ **’. In addition, we also evaluated
general-purpose ML models commonly seen in medical literature, including
XGBoost, AdaBoost, random forest, Gaussian Naive Bayes, and K-nearest
Neighbor (KNN). For mortality prediction, we also include channel-wise
long short term memory (CW-LSTM) and linear logistic regression (LR)
models from the benchmark study'' and an advanced transformer model.

Dataset preprocessing

We train ML models with benchmark datasets of MIMIC-IIT"!, eICU", and
SEER breast and LCS studies'’, following the conventional pre-training
processing (e.g., encoding, standardization). As MIMIC-III and eICU
benchmark datasets contain missing values, we imputed the values that are
missing using the most recent observation (within 48 h) if it exists, other-
wise, a value from the normal range of corresponding vitals is mentioned in
ref. 11. Masking was used to indicate whether the vital value was original or
imputed. The categorical variables, including binary ones, were encoded
using a one-hot vector. The numerical features, such as diastolic blood
pressure and glucose level, were converted to their standardized form. After
preprocessing, each time-series data point became a 76-by-48 matrix (76
computed features and 48 h). The processed dataset was used for training
and testing neural network-based models such as LSTM and CW-LSTM
models. For non-neural network models that cannot directly process time
series, we extracted 6 statistical features (mean, min, max, standard devia-
tion, skew, and number of measurements) from various sub-periods (first/
last 10%, 25%, 50%, and full 100%). We did not encode the categorical
variables, as they contain values with a meaningful scale. The missing values
were replaced with mean values computed on the training set and numerical
variables were standardized. In total, we obtained 714 features from each 48-
h time series with 17 vitals. The continuous variables were standardized
before training. After encoding, the feature vector length of the BCS and LCS
datasets became 1418 and 1314, respectively.

Configurations of machine learning models

For IHM risk prediction, we utilized the LSTM model, CW-LSTM model,
transformer, LR, AdaBoost, XGBoost, and random forest (RF) models. For
5-year BCS prediction, we used MLP, AdaBoost, XGBoost, and RF models.
We utilized the optimal settings of neural network models (i, layers,
activation, hyperparameters) for each of the tasks from corresponding
benchmarks'"'’. The LSTM model consisted of an input layer (76 dimen-
sions), a masking layer (76 dimensions), a bidirectional LSTM layer (16
dimensions), an LSTM layer (16 dimensions), a dropout layer, and finally a
dense layer (1 dimension). In total, the LSTM had 7569 trainable para-
meters. The CW-LSTM layer consisted of an input layer (76 dimensions),
masking layer (76 dimensions), 17 channel layers (for each 17 input fea-
tures), 17 bidirectional layers (connected to one of the 17 channels layers),
another set of 17 bidirectional layers, a concatenation layer connectingall 17
bidirectional layers, bidirectional layer (64 dimensions), LSTM layer (36

dimensions), dropout layer (64 dimensions), and finally a dense layer (1
dimension). In total, the CW-LSTM model had 153,025 parameters. The
size of CW-LSTM’s parameters was 20 times that of LSTM’s. The CW-
LSTM model allows independent pre-processing of each variable before
combining them. For both LSTM-based models, the optimal hyperpara-
meters are selected using grid search'". For example, the batch size, dropout,
and time-step are set to 8, 0.3, and 1, respectively. The transformer model
consisted of an input layer (76 dimensions), a masking layer (76 dimen-
sions), a positional encoding layer (76 dimensions), 2-3 transformer
encoder blocks, a global average pooling layer, a batch normalization layer, a
dropout layer (0.3 or 05), a dense layer (32 or 64 units), and finally a dense
layer (1 dimension). Each transformer encoder block included a multi-head
attention layer with 4 heads (key dimension 76), followed by layer nor-
malization and residual connections. The feed-forward dense layers within
each encoder block contained a hidden dimension of 16. In total, the
transformer model contains a total of 881,677 parameters (trainable para-
meters: 293,841, optimizer parameters: 587,684, and non-trainable para-
meters: 152), larger than the LSTM and CW-LSTM models. For
hyperparameter tuning, grid search was employed to select the best
hyperparameters (Supplementary Table 1). The LR model was from the
sklearn library, utilizing the L2 regularization penalty. To prevent overfitting
and to enhance the generalization capability of the model, the parameter Cis
0.001. This choice of a small C value effectively controls the amount of
regularization applied during training. The remaining hyperparameters
were left at their default values, following the standard implementation
provided by the Python Sklearn library. This model was trained with the
standardized training set. The MLP model used for BCS survivability pre-
diction consists of 2 hidden layers, where each hidden layer contains 20
neurons. The hidden layer used Relu as an activation function. Dropout rate
of 0.1 after each hidden layer was used to avoid overfitting. The last layer
predicted binary labels using the sigmoid activation function. The MLP
model contained 28,831 trainable parameters. MLP hyperparameter is
empirically selected using grid-search from alist of predefined values such as
the number of hidden layers (1, 2, 3, and 4), number of nodes in each layer
(20, 50, 100, and 200), and dropout (0, 0.1, 0.2, 0.3, 0.4, and 0.5)'*. The other
models are implemented using Python’s Sklearn library and hyperpara-
meters are tuned using grid search (Supplementary Table 1).

Model training, threshold tuning, and imbalance correction
methods

For THM prediction, LSTM models and transformer models were trained
for 100 epochs using the MIMIC-III and eICU datasets separately. For
5-year cancer survivability prediction, MLP models were trained for 25
epochs with the SEER BCS or LCS dataset with optimal hyperparameter
settings mentioned'’. Other models, including XGBoost, AdaBoost, and RF,
are trained using the best hyperparameters obtained from grid search
(Supplementary Table 1). The models were trained using binary cross-
entropy loss. An epoch was selected based on the threshold-agnostic vali-
dation area under the precision-recall curve (AUPRC) and validation loss to
avoid overfitting. Specifically, we first selected the top 3 epochs with the
highest validation AUPRC and then selected the epoch with the minimum
validation loss (Supplementary Tables 2 and 3). We monitored the valida-
tion loss and training loss difference to prevent overfitting. In all experi-
ments, the chosen ML model demonstrated a small loss difference
(Supplementary Tables 2 and 3).

Besides evaluating models trained on the original training sets, we also
experimented with resampling and reweighting techniques and measured
how well the resulting bias-corrected ML models performed in our critical
zone tests. The reweighting technique has demonstrated superior perfor-
mance in healthcare datasets, as evidenced by prior studies”. For resam-
pling, we tested two generative resampling approaches, SMOTE (Synthetic
Minority Oversampling Technique) and AdaSyn (Adaptive Synthetic
Sampling). We employed Python’s Imblearn library to apply SMOTE and
AdaSyn oversampling techniques, generating balanced training sets by
increasing samples from the minority class (sizes shown in Supplementary
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Table 4). For reweighting, we utilized Python’s Sklearn library to compute
balanced class weights based on the training sets (Supplementary Table 5).
These methods are applied to the LSTM model for mortality prediction and
to the MLP model for cancer survivability prediction.

The training, validation, and test set breakdown for MIMIC-III and
eICU datasets is 70%, 15%, and 15% and 80%, 10%, and 10% for the BCS and
LCS datasets. After model calibration, a threshold-tuning process is con-
ducted on the validation set, and an optimal threshold is selected based on
balanced accuracy and F1 score for the minority class. Specifically, after
training, we first conducted model calibration by applying Isotonic
Regression using the validation set. Model calibration mapped the predicted
probabilities to actual probabilities. Then, we performed threshold tuning to
determine the optimal threshold. The minority F1 score and balanced
accuracy were computed on the validation set for each threshold ranging
from 0.0 to 1.0 with a step size of 0.01. Subsequently, the top three thresholds
yielding the highest minority F1 scores were identified, and the optimal
threshold maximizing balanced accuracy across all validation samples was
selected. This process was repeated for 3 independently trained models of
each type, and the average threshold was calculated from these independent
trials. Thresholds are shown in Supplementary Table 6. The tasks were
executed on a machine with Ubuntu 18.04 operating system, x86-64 core-i9
architecture, 8 physical cores (16 virtual cores), and 32 GB RAM. The
experimental code and models were written using Python 3.7, TensorFlow
1.15, and Keras 2.1.2. The cancer survivability prediction MLP model was
trained on a machine with x86_64 Intel(R) Xeon(R) CPU 2.40 GHz (40
cores) and 125 GB RAM. The experimental code and model were written
using Python 3.6, TensorFlow 2.9.0, and Keras 2.9.0.

Mapping neuron activations

We visualized the activated neurons in a neural network model for a par-
ticular input. The Keras backend was used to capture the neuron outputs
from the bidirectional layer output and LSTM layer output for the mortality
risk prediction model. Sigmoid activation was applied to obtain neuron
output values in the range of [0, 1]. To quantify changes in neuron activa-
tion, we defined and computed Neural Zone Activation (NZA) and average
zone difference ANAZ. A zone is defined by the attribute range bounded by
two values. NZA calculates the average neurons’ activations within a zone,
where a zone can be a critically low, critically high, or normal range (Sup-
plementary Equation 1). ANAZ computes the average NZA difference
between two zones (Supplementary Equation 2), such as normal and cri-
tically high zones, indicating how much neurons react to zone changes.
There is no standard value for ANAZ. A relatively higher value indicates a
good response.

Statistical methods

Model performance is reported using the average and standard deviations,
which are calculated using 9 or 15 trials. The trials were performed using 3
model instances that have identical architecture and were trained on the
same training set with random model parameter initialization. Each of the 3
model instances is evaluated with 3-5 test sets. The distribution shift of the
synthesized test dataset from the original training sets was quantified by
Wasserstein distance (WD)>”. We used an implementation from the
Python library called scipy.stats.wasserstein_distance. First, the WD was
calculated between the same features from the whole original dataset and the
synthesized test set. Then, the feature-specific WD was averaged to obtain
the mean WD for quantifying the distribution shift.

Attribute-based test case generation for in-hospital mortality risk
prediction
We created new cases by increasing or decreasing one or multiple vital
health parameters in the seeding records. To reduce computing complexity,
we prioritized by focusing on the most influential features. Relevant medical
terminologies are explained in the Supplementary Notes.

In the single-attribute variation, we generated new test cases by varying
a single attribute at a time while keeping other attributes unchanged. We

then evaluated how the model reacts to these changes and its ability to
recognize associated risks (e.g., hypoglycemia). Specifically, given an attri-
bute A, single-attribute variation for time series involved the following
operations. First, we identified A’s minimum and maximum values in the
MIMIC-III or eICU datasets, which defined the observed range. Then, the
mean and the varijance of attribute A were computed from the entire dataset.
Using the variance and the observed range, we generated a series of random
values for every value from that range, one value for each of the 48 h. Then,
the new test case was formed by having these generated values for attribute A
and other attribute values directly inherited from the seed. We repeat this
process for every possible attribute value from the observed range
with step 1.

Multi-attribute variation generated new test cases by modifying two or
more attributes, aiming to represent medical conditions that were char-
acterized by variations in multiple related attributes. We further differ-
entiated two scenarios: (a) a single set of medically correlated attributes
driven by one underlying disease condition, e.g., high diastolic and systolic
blood pressure due to hypertension, and (b) medically correlated attributes
due to multiple underlying conditions, e.g., hypertension and diabetes.
These test cases were used to assess the ML model’s ability to respond to the
risks of multiple disease conditions in patients. One of the test sets was
created by changing multiple vitals such as systolic blood pressure, diastolic
blood pressure, blood glucose level, respiratory rate, heart rate, and body
temperature at the same time. A test case was assigned a ground truth label
using existing literature or under the guidance of medical doctors. 6 multi-
attribute test cases and 12 deteriorating test cases were directly labeled by the
medical doctor (Supplementary Tables 7 and 8).

Deteriorating test case generation for MIMIC-III

We leveraged the gradients of LSTM to guide the generation of new test
cases. This method is automatic and does not require the specification of
attributes to change, aiming to generate new test cases that are challenging
for ML models to classify correctly. Such cases typically occur at the decision
boundary of the classifier. Our method started from a healthy patient’s
record (i.e., a seed with low or zero mortality risk). The seed is a time-series
record far away from the classifier’s decision boundary. We incrementally
adjusted the attribute values of the seed by following the steepest direction
(i.e., gradient) that can maximize the loss (i.e., prediction errors of the ML
model). This process explores the local hyperspace and iteratively produces
new cases that are closer and closer to the ML model’s decision boundary.
Computationally, given a trained ML model and a healthy patient’s time
series record as the seed, we computed the derivative of the model’s loss
function, i.e., gradient (Supplementary Equation 3). The gradient is a vector
of partial derivatives describing the direction and rate of changes of the loss
function. Then, we changed the test case in the direction of increasing
gradient. Our algorithm is described in the Supplementary Methods Sec-
tion. The step size or learning rate to control the magnitude of the change
was set to 0.001-0.2 in our experiment depending on the attribute (Sup-
plementary Table 9). Our method focuses on generating samples; it differs
from the common gradient descent process, which adjusts model weights to
minimize loss. We have two ways of creating gradient-based test cases from
the MIMIC-III dataset—single-attribute gradient approach and multi-
attribute gradient approach. In the former, we focus on a single attribute and
apply gradient ascent solely to modify that specific attribute. This approach
allows one to observe the individual impact of each attribute on the mor-
tality risk. In the latter, we simultaneously change values of multiple attri-
butes using gradient ascent. Gradient approaches create test cases that
represent deteriorating health conditions in continuous time series. Sup-
plementary Table 10 shows the various categories of test sets and their sizes.

Glasgow coma scale test case generation

The Glasgow Coma Scale (GCS)* is a neurological scale that assesses a
patient’s level of consciousness. It evaluates responses in three categories:
eye-opening (E), verbal response (V), and motor response (M), adding up to
a score ranging from 3 to 15. A lower score indicates a more severe
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impairment of consciousness. Definitions of values in each category are
given in Supplementary Table 11. A GCS score can be representative of
multiple sets. For example, GCS total 10 can be the outcome of (E, V,
M) =(3,3,4), or (4,4, 2), etc. The GCS total test set contains all the possible
combinations of (E, V, M) for each particular GCS total value. The double
attribute-based GCS cases were also created by varying both attributes and
keeping the other constants to healthy values.

Attribute-based test case generation for 5-year cancer
prognosis

Single-attribute variation. Similarly, we engineered cancer test cases by
varying one attribute of a seed record. The attribute may be the size of the
tumor (T), the number of positive lymph nodes (N), the number of
examined lymph nodes (ELNs), or the grade of the cancer cell. T and N are
the two most important factors for determining cancer severity or stage”. T
has 4 categories based on the size. The tumor test set was created by varying
the size of 3 seeds in the surviving class, using the range (0-986 mm) from
the original SEER dataset. This BCS tumor size test set contains 12,891 cases,
including 18 TO cases, 243 T1 cases, 390 T2 cases, and the rest of 12,240 T3
cases. The LCS tumor size contains 8367 cases, including 12 TO cases, 171 T1
cases, 273 T2 cases, and 7911 T3 cases. (T4 cases cannot be created, as it is
not associated with a quantitative value). The number of positive lymph
nodes (N) is divided into 4 categories. The positive lymph node test case was
created similarly by changing the corresponding value from the same 3 seeds
using the attribute range (0-84). For BCS, we generated 7686 test cases,
including 90 NO cases, 270 N1 cases, 546 N2 cases, and 6780 N3 cases. For
LCS, we generated 24,264 test cases, including 333 NO cases, 999 N1 cases,
1998 N2 cases, and 20,934 N3 cases. Supplementary Notes have more details
of T and N category definitions.

The ELN test case was created similarly by varying the number of ELNs
(range in [0, 86]) from 3 seeds and keeping other values the same as the
seeds. The ELN test set contains a total of 3510 cases for BCS and 1835 cases
for LCS. Although the number of ELNs is not directly related to the cancer
staging, it is crucial for diagnosing cancer. Several studies proposed that
there should be a standard (or a minimum) number of ELN cancer
diagnoses’ . The grade of the cancer cell represents the spreading and
growth intensity of the cancer cell”’. The SEER dataset contains 1-4 grades
where the higher grade represents faster growth and speed and another
grade 9 for undetermined (not stated/applicable). For BCS, we created test
sets for each of 1-4 grades, where each set contains 24,875, created from
21,723 cases from the majority Class 1 (survival) and 3152 cases from the
minority Class 0 (death). We utilized the entire validation set as the seed
pool, allowing for a more comprehensive evaluation. In total, the 1-4 grade
test set contains 99,500 cases (24,875 cases for each grade). To create each
grade test set, we set the corresponding grade value to all data points in the
validation set.

Double- and triple-attribute variations. Double-attribute variation
generated new BCS test cases by changing a pair of attributes from the 3
continuous attributes, which are the size of the tumor (T), the number of
positive lymph nodes (N), and the number of ELNs. The grade attribute was
excluded, as it is categorical. The tumor size and positive lymph node com-
bination test set contains 18,531 test cases. The tumor size and number of
ELNs combination test set also contains 18,531 test cases. The number of ELN
and positive lymph node combination test sets contain 23,400 test cases. The
triple-attribute test set was created by setting three attributes simultaneously
to represent serious disease conditions, e.g., tumor size to T4, number of
positive lymph nodes to N3, and grade to 4. The validation set, consisting of
24,875 cases including 21,723 cases from Class 1 (survived) and 3152 from
Class 0 (death), was used as seeds. While the tumor size and number of
positive lymph nodes are continuous variables, we treated them as categorical
by selecting a value from the T4 and N3 range respectively. As a result, the
triple-attribute test set contains 21,723 cases derived from Class 1 seeds and
3152 cases derived from Class 0 seeds. Supplementary Table 12 summarizes
the various categories of test sets and their sizes. We performed double- and
triple-attribute variation tests for BCS models, not on LCS models.

For labeling generated breast and lung cancer test cases, we used
authoritative literature to assign labels. We labeled cases with Class 0
(indicating low survivability) if there was a strong presence of cancer (i.e., T
1-3, N 1-3, and grade 2-4). For ELNs, the previous studies using SEER
datasets™" suggested using at least 8-9 ELNs for stage T1 diagnosis, 37 ELNs
for T2 diagnosis, and 87 ELNs for T3 diagnosis. As ELN is not directly
responsible for the death, that attribute was not considered during labeling.

Selection of seeds

We used existing patient records from the original dataset as seeds (i.e.,
starting points) to generate synthetic test sets. We selected seeds from the
THM dataset that are real-world non-death patient cases that exhibit healthy
attribute values. Seeds were chosen as follows. For attribute-based test case
generation, we randomly selected seeds from MIMIC-III Class 0 (survival
case) following two criteria. First, the mean (of 48 h) attribute values are
within the range of ideal health conditions defined in Supplementary
Table 13. In addition, the standard deviation of each attribute needs to be
less than or equal to the mean standard deviation (Supplementary Table 14)
of the MIMIC-III dataset. Our evaluation of attribute-based test case gen-
eration involved 5 seeds and the statistics of these 5 seeds are given in
Supplementary Table 15. The deterioration test case generation involved
another 3 seeds, which were selected randomly from Class 0 of MIMIC-III.
Since the eICU dataset contains similar samples with identical features and a
consistent 48-h time duration, we utilized the same test set generated from
MIMIC to evaluate models trained on the eICU dataset. Additionally, the
selected seed attributes fall within the healthy (ideal) range, minimizing the
out-of-distribution effects on models trained on the eICU dataset. For the
cancer survivability prediction task, test cases involving changing a
numerical variable were generated from 3 randomly selected seeds from the
surviving class. Test sets are separately generated from each of the SEER BCS
and LCS datasets. Test sets involving categorical variables, such as grades test
and triple-attribute test sets, were generated using all validation data points
from SEER.

Reporting summary
Further information on research design is available in the Nature Portfolio
Reporting Summary linked to this article.

Results

For IHM prediction, we generated 177,507 new time-series test cases based
on MIMIC-III to represent serious patient conditions and used them to
evaluate the responsiveness of machine-learning models (Supplementary
Table 10). 126,950 cases are generated by modifying multiple vital attribute
values in 5 seed records, 42,500 cases by modifying double attributes in seed
record, 7075 cases by modifying a single attribute value in a seed record, 970
cases by modifying GCS, and 12 cases by gradient ascent. Modifications to
vital attributes are bounded by the minimum and maximum values of the
attribute in the IHM datasets and focus on critically high and critically low
ranges of the 6 vitals. We carefully use literature”” ™ to identify these ranges
(Supplementary Table 13). The test case generation also ensures the con-
tinuity of the time series. The 6 types of attributes include systolic blood
pressure, diastolic blood pressure, blood glucose level, respiratory rate, heart
rate, and body temperature. A seed record is a real-world patient case
selected from the MIMIC-III dataset that is a non-death case whose attri-
butes are in the typical healthy ranges™ . The other 12 test cases are gen-
erated using a gradient-ascent approach, which modifies the seed by
following the direction of the steepest increasing loss function.

Each synthetic test case is assigned a label, death (Class 1) or survival
(Class 0) for IHM prediction. Labels are verified either by a medical doctor
or confirmed by the literature. These labels are considered ground truth in
our study. Two medical doctors reviewed 18 generated test cases (6
attribute-based cases and 12 gradient-based cases), where the test cases are
time series data and the risk scores of the medical doctors’ output are
quantitative, between 0 and 1. The medical experts estimated risk values are
in Supplementary Tables 7 and 8. Labels of the other 177,489 test cases are
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calculated from five independent experimental trials (models). MR prediction of
injury cases defined by different combinations of GCS eye and motor response scores
by d LSTM and e logistic regression model. MR predicted by f LSTM and g logistic
regression using injury cases defined by different combinations of GCS eye and
verbal response scores. MR prediction of injury cases defined by different combi-
nations of GCS motor and motor response scores by h LSTM and i logistic
regression.

inferred based on expected ranges of vital health parameters of healthy
individuals extracted from medical literature. Synthetic test cases persis-
tently containing vital values in critical zones represent patients in sustained
critical health conditions, and thus are labeled Class 1. These cases should
receive a high mortality risk prediction from ML models. We define ML
responsiveness as the model’s ability to react to substantial changes in input
values, e.g., by increasing the mortality risk score for THM prediction.

Based on the SEER 5-year BCS dataset, we generated 205,414 test cases
to represent different patient conditions. Among them, 120,077 cases are
generated by changing single attributes (including 7686 cases representing
different N stages, 12,891 cases for the T stage, and 99,500 cases for grades),
60,462 cases by modifying double attributes, and 24,875 cases by changing
triple attributes from the seed cases. Based on the LCS dataset, we generated
three sets of single-attribute test cases totaling 31,136 cases, which include
8367 cases representing different T stages, 24,264 cases representing N
stages, and 1835 cases representing ELNs (Supplementary Table 12). We
manually assigned labels to synthesized test cases guided by the
literature™ ",

ML performance under Glasgow Coma Scale (GCS) testing
For THM prediction, we assess MIMIC I1I-based LSTM, CW-LSTM, and LR
models with test cases containing varying GCS scores (Fig. 2), including

severe injury cases with GCS scores 3-8, moderate injury with 9-12, and
mild or no injury with 13-15. A low GCS score indicates a poor health
condition” (medical meanings of each category are shown in Supplemen-
tary Table 11). The CW-LSTM model gives near zero mortality risk values
for 15 severe injury cases, for example, EAM1V3 in Fig. 2a, i.e., a case with an
eye response score of 4 out of 4, a motor response of 1 out of 6, and a verbal
response score of 3 out of 5. For a moderate injury case E4AM1V5, CW-
LSTM also gives an unexpectedly low mortality risk (0.01) prediction, i.e.,
predicting the healthy outcome of the patient. The model’s prediction is
inconsistent, as another moderate injury case EAM3V5 receives a high
mortality risk of 0.58.

Similar inaccuracies and inconsistencies are also observed for the
LSTM (MIMIC III) model tested. For instance, the LSTM model mistakenly
considers a severe injury case EIM1V5 to be much more likely to survive
than a moderate injury case E2M2V5 (Fig. 2b). In contrast, the LR model
consistently predicts at least 0.3 mortality risk for severe injury cases and
responds well (Fig. 2c). For mild injury cases, the LR model consistently
predicts a low mortality risk. The 3D surfaces of the LR model appear
smooth and the model reacts to decreased eye and motor signals (Fig. 2e). In
contrast, LSTM’s 3D plots are less monotonic, exhibiting bumps (Fig. 2). For
the most severe cases (subscores being 1 or 2), LSTM’s risk predictions
incorrectly drop.
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Fig. 3 | Mortality risk prediction for single vital-sign tests using three machine
learning models (LSTM, Channel-wise LSTM, and Logistic Regression) and
visualizing the neural activation map of the LSTM layer consisting of 16 neurons.
LSTM, Channel-wise LSTM, and Logistic Regression (LR) predict the mortality risk
(MR) of a respiratory rate, b body temperature, c glucose, d diastolic blood pressure,
e systolic blood pressure, and f oxygen saturation test sets (synthesized). The
mortality risk (MR) is represented by X-axis and MR above and below a red hor-
izontal line (threshold = 0.22) indicates a high or low mortality risk zone,

Diastolic Blood Pressure (mm Hg)

respectively. The shading represents the standard deviation calculated from five
independent experimental trials (models). The entire range of each vital sign (except
oxygen saturation) value is divided into three segments, low, normal, and high, by
the blue vertical lines. The low and high values within these ranges indicate critical
health conditions. Figures in the last row (g-j) represent the neural activation map.
These are the neural activation values, calculated after applying the sigmoid func-
tion, when the model is fed with test cases varying a single vital, such as g glucose,
h diastolic blood pressure, i temperature, and j respiratory rate.

ML performance under critical zone tests

Single-attribute critical zone test results. We evaluate the MIMIC III-
based LSTM, CW-LSTM, and LR models’ ability to respond to a single
deteriorating attribute while keeping other attributes stable as in the seed
(Fig. 3). The CW-LSTM model fails to recognize bradypnea, ie., an
abnormally slow breathing rate, and gives only slightly elevated mortality
risk prediction (mean mortality risk 0.05 and standard deviation 0.04) for
tachypnea, i.e., rapid breathing (Fig. 3a), insufficient to trigger an alert.
Similarly, CW-LSTM is unable to recognize most of the abnormal vitals.
Its mortality risk prediction gives a negligible change to an abnormal
patient’s glucose level (Fig. 3c) and oxygen saturation rate (Fig. 3f). For
the other 3 attributes tested, CW-LSTM gives small partial responses to
either a high critical zone or a low critical zone, but not both. For example,
it is unable to recognize high body temperature anomalies and only
slightly raises the mortality risk to 0.01 to 0.08 (standard deviation 0.033)
for severe hypothermia below 34 °C (Fig. 3b), which is still much below

the classification threshold (0.22). CW-LSTM’s response to abnormal
diastolic and systolic blood pressure is also inadequate (Fig. 3d and e).
The LSTM model gives much more elevated risk prediction than CW-
LSTM for tachypnea (Fig. 3a) and hypothermia conditions (Fig. 3b). Out of
the 3 models tested, LSTM is the only machine-learning model that
responds to both systolic hypotension and hypertension conditions, pro-
ducing a U-shaped curve (Fig. 3e). However, LSTM consistently gives an
ultra-low risk prediction for abnormal diastolic blood pressure (Fig. 3d).
Similar to CW-LSTM, LSTM does not recognize hypoxemia, i.e., low blood
oxygen level (Fig. 3f), bradypnea, hyperthermia, and abnormal glucose level
(Fig. 3c), exhibiting either monotonic or near-flat risk prediction curves
insensitive to abnormal vitals. Compared to the other models, LR gives a
substantially higher risk prediction for hypoxemia. It also computes elevated
risk scores in response to increasing hyperglycemia and diastolic hypoten-
sion conditions. For all attributes, LR is only able to recognize one end of the
critical zones, but not both. Overall, LR, LSTM, and CW-LSTM correctly
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predict 37.7%, 37.8%, and 22.4% of the single-attribute critical zone test
cases on average (Supplementary Table 16).

Neuron activation analysis

We visualized neuron output from intermediate layers of the MIMIC III-
based LSTM model. Neurons whose activations change with changing
variable values are the responsible neurons for recognizing that variable. We
found most of the LSTM neurons have low or no responses to varying
glucose and diastolic blood pressure values (Fig. 3i and j). In contrast,
neurons are more responsive to temperature and respiratory rate changes,
e.g., sharp changes in all neuron activation between 34 °C to 36 °C (Fig. 3h)
and around or above 40 bpm (Fig. 3g). However, neurons exhibit minimal
or no changes in activation for higher temperatures or for critically low
respiration rates.

To quantify changes in neuron activation, we computed NZA and
average zone difference ANAZ, new metrics defined by us (Supplementary
Equations 1 and 2). NZA averages neurons’ activations within a zone, where
a zone is critically low, critically high, or normal range (Supplementary
Equation 1). ANAZ computes the averaged NZA difference between zones
(Supplementary Equation 2), indicating how much neurons react to zone
changes. The LSTM model shows low (0.01-0.04) ANAZ in most cases
(Supplementary Table 17). In a few cases, e.g., temperature ANAZ (low,
normal) and respiratory rate ANAZ (high, normal), the values are relatively
high (0.14-0.16).

Multi-attribute critical zone test results

We evaluated the 3 MIMIC III-based ML models under 42,500 double
attribute varying test cases (Fig. 4), including respiratory rate and heart rate
pair (first row), systolic and diastolic blood pressure pair (middle row), and
glucose and diastolic blood pressure pair (third row). The CW-LSTM model
does not generate high mortality risk predictions for most critical zone cases,
consistent with its single-attribute test performance in Fig. 3. The LR model
gives better performance than CW-LSTM, predicting higher risks for some
critical zone combinations (Fig. 4a, d, g). However, its prediction is
monotonic, thus, unable to recognize both high and low critical zones of an
attribute pair. For example, LR fails to alert when patients have low
respiratory rate and low heart rate. LSTM model exhibits prediction
behaviors (Fig. 4b, e, h) consistent with its single attribute performances
in Fig. 3.

In a 6-attribute varying test setting, we evaluated the responsiveness of
MIMIC III-based ML models under 6 changing vitals, where test cases have
abnormal systolic and diastolic blood pressures, blood glucose level,
respiratory rate, heart rate, and body temperature values in their respective
critical zones. We recorded how much mortality risk scores changed and
showed the distributions in Fig. 4j-o. Figure 4j-k show the mortality risk
difference (MR) between each high critical zone test case and its corre-
sponding seed. Medically speaking, the risk should increase under worse
health conditions. The CW-LSTM model consistently predicts high mor-
tality risk for most cases, resulting in a positive MR for over 90% of the cases
(Fig. 4i, 0). The LR model (Fig. 4j) produces negativeMR for all cases, which
is incorrect. The LSTM model generates positive MR for two-thirds of the
12,694 test cases.

The 3 models under low critical zone tests performed similarly
(Fig. 4m-o0), where CW-LSTM responds to multi-attribute critical condi-
tions the most effectively and LR the least. Overall, LR, LSTM, and CW-
LSTM correctly predict 6.2%, 45.7%, and 69.3% of the multi-attribute cri-
tical zone test cases on average (Supplementary Table 16), respectively.

Results on test cases with deteriorating conditions

For THM prediction (using the MIMIC III dataset), we used a gradient
ascent method to generate 12 time-series test cases with deteriorating health
conditions. 9 of the 12 test cases contain one vital that worsens during the
48 h and is in the critical zone during the last 24 to 48 h, including 3 cases of
decreasing systolic blood pressure (Fig. 5a), 3 cases of increasing respiratory

rate cases (Fig. 5b), and 3 cases of decreasing body temperature (Fig. 5¢). The
other 3 test cases have multiple (3) worsening vital signs, with vitals being in
critical zones during the last hours (ranging from 30 to 48 h). All 12 test cases
should receive a high mortality risk prediction, i.e., Class 1. We confirmed
these labels with two medical doctors who manually reviewed the time
series data.

Average mortality risks predicted by ML models on the 9 single-
attribute deteriorating test cases are in Fig. 5d. Out of the 9 single-attribute
deteriorating test cases, LR only detects 2 (22%) respiratory rate cases
(average risk 0.38) and fails to detect the other 7. CW-LSTM (MIMIC III)
detects 4 (44%) out of the 9 deteriorating test cases, including 2 systolic BP
cases (average risk 0.32) and 2 respiratory rate cases (average risk 0.39).
However, it is unable to detect deteriorating temperature cases. LSTM
reports 5 (56%) out of the 9 deteriorating test cases, including 2 systolic BP
cases (average risk 0.22), 2 temperature cases (average risk 0.23), and 1
respiratory rate case (risk 0.22). Collectively, the models detect 41% out of
single-attribute deteriorating test cases.

Multi-attribute test cases have 3 deteriorating vitals, including oxygen
saturation, temperature, and diastolic blood pressure. The LSTM (MIMIC
IIT) model detects all 3 cases (average risk 0.23), whereas CW-LSTM fails to
generate any alerts. LR (MIMIC III) issues alert for 2 out of 3 cases (average
risk 0.56). Collectively, the 3 models detect 56% out of the multi-attribute
deteriorating test cases. Overall, the models’ average accuracy under all
deteriorating test cases is 44%.

5-year cancer survivability results
We found similar deficiencies in the ML model, in terms of the model’s
ability to respond to test cases representing serious cancer conditions.

Single-attribute test results
We evaluated the responsiveness of MLP models trained on the BCS dataset
to a single deteriorating attribute (Fig. 6 and Supplementary Table 18) while
keeping other attributes the same as the seed. The BCS-MLP model shows
some responsiveness with varying tumor size (Fig. 6a), however, remains
above the survivability threshold (0.71) in all cases. As a result, the model fails
to trigger an alert for tumor sizes representing critical stage T1 (tumor size less
than 20 mm) to T3 (tumor size larger than 50 mm). On the other hand, the
model triggers alerts for 74.4% of the 6,780 N3 stage (Fig. 6b). It fails to
generate any alert for 270 N1 and 546 N2 stage cases. The BCS-MLP model
accurately generates alerts for 66.4% of critical cases (N1-N3). It decreases the
survivability for lower numbers of ELNs, however, still fails to trigger any
alerts (Fig. 6¢). Each of the grade test sets (1-4) is generated from
21,723 surviving patient seeds from the original dataset and the results are in
Fig. 6g. Out of these test cases, the BCS-MLP model generates insufficient
numbers of alerts, only for 4.6% of the grade 2 cases (slower-growing cancer
and less likely to spread), 7.4% of the grade 3 cases (growing cancer), and 6.7%
of the grade 4 cases (faster-growing cancer and likely to spread). For tests
generated from 3152 death events, the model generates more alerts, 57.9% of
the grade 2 cases, 65.8% of the grade 3 cases, and 63.9% of the grade 4 cases.
The model did not generate any alerts for 97% and 48.7% of grade 1 test cases
generated from seeds of survived and death events, respectively. The LCS-
MLP model shows higher responsiveness with variations in tumor size
(Fig. 7j), generating alerts in 80.1% of the test cases (Supplementary Fig. S3). It
also responds well to varying positive lymph node numbers (Fig. 7k) with
alerts generated in 92.9% of the cases. However, BCS and LCS models do not
react to the increasing number of lymph nodes examined (Fig. 7i, I).
Tree-based ensemble methods, including AdaBoost, Random Forest,
and XGBoost, produced somewhat similar results across all four datasets
(Supplementary Fig. S4). The RF model demonstrates good responsiveness
for most attributes in both MIMIC III and eICU datasets. However, it does
not respond to critically high respiratory rates. XGBoost and AdaBoost have
little reaction to attribute changes. In cancer survivability tasks, none of the
models responds to worsening patient conditions, except AdaBoost for
LCS-positive lymph nodes.
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Fig. 4 | Multi-attribute test results, including the mortality risk prediction under
double-attribute variation tests and the mortality risk difference (AMR) between
the seed and 6-attribute variation test cases. Risk prediction under varying
respiratory rate and heart rate by a logistic regression, b LSTM model, and ¢ CW-
LSTM model. Risk prediction under varying systolic and diastolic blood pressure by
d logistic regression, e LSTM model, and f CW-LSTM model. Risk prediction under
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m-o represent AMR for low critical range cases. The test set is generated by
simultaneously varying systolic blood pressure, diastolic blood pressure, blood
glucose level, respiratory rate, heart rate, and body temperature and values are
randomly selected from the critical zone. The graph shows the mortality risk dif-
ference (AMR) calculated by subtracting the predicted mortality risk of the seed
(Class 0) from the predicted mortality risk of its corresponding critical case. The

X-axis represents the case numbers and the Y-axis represents AMR. It is expected to
get a positive MR difference and the negative AMR cases represent failed test cases.

varying glucose and diastolic blood pressure by g logistic regression, h LSTM model,
and i CW-LSTM model. j-1 represent AMR for high critical range cases and
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Double-attribute test results

The BCS-MLP model was tested under 60,462 double attribute varying
test cases, including (a) tumor size (T) and positive lymph node (N)
combination test (Fig. 6d), (b) number of ENL and positive lymph node
(N) combination test (Fig. 6e), and (c) tumor size (T) and number of
ELN combination test (Fig. 6f). The predicted survivability decreases
with an increasing number of positive lymph nodes. However, colla-
borative staging (CS) tumor size or number of ELN does not sub-
stantially decrease the predicted survivability. The MLP model
accurately predicts 93% of T-N cases, 19.6% of N-ENL cases, and 0% of
T-ENL cases (Supplementary Table 18). In a 3-attribute varying test, the
BCS-MLP model is evaluated using cases with T4 tumor size, N3
number of positive lymph nodes, and grade 4 condition at the same time
(Fig. 6h). The BCS-MLP accurately predicts 90% of cases generated from
surviving seeds (Class 1) and 98.9% of cases generated from death event
seeds (Class 0).

Comparison of Wasserstein distances (WD)

We computed the Wasserstein distance between the original dataset and the
generated test cases. Wasserstein distance captures the probability dis-
tribution shift given a metric space’”’. For IHM prediction, the Wasserstein
distance between the original MIMIC-III training set and the synthesized
multi-attribute tests is 33.4. This value is much larger than the Wasserstein
distance (12.4) between the training data and test data split within the
original MIMIC-IIL In comparison, for BCS prediction, the distribution
shift of the generated triple-attribute-based test cases from the original SEER
dataset is smaller, with the Wasserstein distance being 9.8. The Wasserstein

distance between the original SEER training set and the test set is 2.1
(Supplementary Table 19).

Impacts of resampling and reweighting methods
We trained and tested new ML models to assess the impact of resampling
and reweighting methods on models’ responsiveness. SMOTE and
AdaSyn oversampling methods are used to enrich the minority predic-
tion class. For MIMIC-IIT mortality prediction, resampled LSTM models
are tested with our single-attribute critical zone test cases. Overall, the
new models remain to have low responsiveness to high-risk patient
conditions (Fig. 7a-c). Similar to the original models, models with
resampling are still unable to recognize critical patient conditions. For
example, LSTM with SMOTE consistently assigns low mortality risk
scores to patients with critically high vitals (e.g., respiratory rate, tem-
perature, systolic blood pressure). LSTM with AdaSyn is better at
responding to elevated systolic blood pressures than the original model,
however, it performs poorly in other tests. Tests with the eICU dataset
give a similar or worse performance (Fig. 7d-f). For BCS and LCS pre-
diction, new MLP models trained with SMOTE or AdaSyn oversampling
methods exhibit similar trends as the original MLP model (Fig. 7g-1).
The new models fail to recognize many critical cancerous conditions. In
addition, for LCS prediction, SMOTE and AdaSyn methods make the
LCS-MLP model less sensitive to increasing CS tumor size (Fig. 7j).
We also applied the reweighting approach to training. Supplementary
Table 5 shows the cost parameters used. For mortality prediction, LSTM
with reweighting gives comparable performance to the original model
(Fig. 7a-f), except in one testing scenario. For eICU critically low systolic BP
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lymph nodes examined, and grade. a—c, g Predicted survivability results on single-
attribute varying test cases. The blue shaded area of a—c represents the standard
deviation calculated from 3 independent experimental trials (models). d—f Predicted
survivability results on double-attribute varying test cases. h Predicted survivability
results on triple-attribute varying test cases involving CS tumor size, number of
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positive lymph nodes, and grade. In the boxplots (g) and (h) the horizontal line
within the box represents the median value, while the box itself encompasses the
interquartile range (IQR), containing the middle 50% of the data. The whiskers
extend to the values within 1.5 times the IQR from the box (upper and lower
quartiles). The green triangle point on the box represents the mean of the dis-
tribution. The points on boxplots (g) and (h) represent 21,723 from class 0 (C0) and
3152 samples from class 1 (C1).

tests, reweighted LSTM generates elevated risk scores and is slightly better at
responding to abnormal patient conditions. However, reweighted LSTM
performs worse for similar MIMIC-IIT test cases (Fig. 7c). For cancer sur-
vivability prediction, reweighting does not impact MLP’s performance in
most testing scenarios (Fig. 7g-1). For BCS test cases, the reweighted MLP
model has slightly better responses to the increasing number of positive
lymph nodes than the original MLP, however, it performs worse than the
original MLP in terms of recognizing larger tumor sizes.

Responsiveness results of transformer models

The transformer models exhibit more responsiveness than LSTM in mor-
tality prediction. They show elevated response in critically high zones for
respiratory rate and systolic blood pressure, as well as in the critically low
zone for temperature (Fig. 8). This trend is observed for the single-attribute
test cases of both MIMIC-III and eICU datasets. In addition, transformer
models recognize both critical zones of systolic blood pressure, yielding a
desired U-shaped response curve (Fig. 8e, h). However, the transformer

models fail to recognize critically low respiratory rates and critically high
temperatures and exhibit low responsiveness to critically low systolic blood
pressure. It also has delayed response to abnormally high respiratory rates.
The transformer model’s risk prediction fluctuates significantly for eICU
test cases.

Discussion

Our findings highlight the importance of measuring how clinical ML
models respond to serious patient conditions. Our results show that most
ML models tested are unable to adequately respond to patients who are
seriously ill, even when multiple vital signs are extremely abnormal. For
time-sensitive IHM prediction, the lack of response to disease conditions is
particularly troublesome. ML responsiveness is somewhat related to feature
importance in some cases, e.g., the low responsiveness of LSTM to oxygen
saturation tests (Fig. 3f and Supplementary Table 16) is consistent with that
feature’s low (15™) ranking (Supplementary Fig. S5). However, for high-
ranking features such as glucose and temperature, ML responsiveness to
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Fig. 7 | Performance comparison between the original machine learning models
and the resampled (SMOTE or AdaSyn) or reweighted models under single-
attribute varying tests. a-c and d-f Mortality risk prediction results by the original
LSTM model and the resampled or reweighted LSTM models under MIMIC-IIT and
eICU test cases for respiratory rate, temperature, and systolic blood pressure,
respectively. g-i and j-1 5-year cancer survivability prediction results by the original

MLP model and the resampled or reweighted MLP models under SEER BCS and
LCS test cases for CS tumor size, the number of positive lymph nodes, and the
number of lymph nodes examined, respectively. Horizontal dashed lines represent
model-specific thresholds. The shading represents the standard deviation calculated
from 3 independent experimental trials (models).

them is still inadequate. This poor responsiveness is also observed in the lack
of responses in neural activation values (Fig. 3 and Supplementary Table 17)
to important vital changes, such as extremely low respiratory rate or high
body temperature.

New ML responsiveness metrics, especially for the healthcare domain,
are urgently needed. ML responsiveness is a new problem. It differs from the
well-studied ML robustness”. ML robustness aims to ensure model stability
and the ability to resist sample perturbations so that small (maliciously
injected) noises to samples cannot change the prediction results.

Lipschitzness, a common ML robustness metric, measures the model’s
resilience to noisy data and perturbations‘“. However, for healthcare
applications, optimizing Lipschitzness may lead to models being even more
insensitive to changes in patient conditions, as adherence to Lipschitz
continuity may hinder the model’s ability to capture crucial input variations.
In image and natural language domains, a common testing approach is
adversarial attacks” . That testing approach involves intentionally
manipulating input data to deceive the model’s predictions and does not
apply to our medical settings.
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Fig. 8 | Performance and responsiveness of the transformer model compared
with LSTM. Figures (a) and (b) show the various Class 1 (death) and Class 0
(survival) performance of the transformer model trained and tested on the original
MIMIC-III and eICU datasets, respectively, with error bars indicating the standard
deviation from three experimental trials. The dashed line represents the LSTM
model’s performance. Figure (c—e) shows the predicted mortality risk by the
transformer model for respiratory rate, temperature, and systolic blood pressure on
MIMIC-III single-attribute test cases, while (f-h) shows the same for eICU test cases.

Horizontal dashed lines denote model-specific thresholds for mortality risk pre-
diction. Rec_Cl, Pre_C1, F1_C1, AU_PRC_C1, Rec_C0, Pre_C0, F1_CO0,
AU_PRC_CO, Accuracy, Bal_Acc, and AUROC stand for Recall Class 1, Precision
Class 1, F1 score Class 1, Area Under the Precision-Recall Curve Class 1, Recall Class
0, Precision Class 0, F1 score Class 0, Area Under the Precision-Recall Curve Class 0,
Accuracy, Balanced Accuracy, and Area under the Receiver Operating Curve,
respectively. The shading represents the standard deviation calculated from 3
independent experimental trials (models).

Our results identified serious deficiencies in conventionally trained
binary classification models in recognizing seriously abnormal medical
conditions. For example, THM prediction models fail to generate alerts for
bradypnea (low respiratory rates) or hypoglycemia conditions (Fig. 3).
Similarly, the models also consistently underestimate some of the mortality
risks when given multiple abnormal vital time series in conjunction (Fig. 4).
When given test cases representing various injury levels, neural network
models (namely, LSTM and CW-LSTM) gave inconsistent risk predictions
—assigning higher mortality risk (>0.5) to cases of moderate injury (e.g.,
GCS score 12), while assigning disproportionately lower risk (<0.05) to
severe injuries (e.g., GCS score 7). The two neural network models exhibit
insensitivity to changes in eye response (Fig. 2d, f). For most attributes, we
found the training data’s distribution is highly centered, not sufficiently
representing high or low critical zones (Supplementary Fig. S1). Death and
non-death cases exhibit somewhat similar value distributions, means, and

standard deviations (Supplementary Table 14) for individual attributes,
despite the drastically different outcome. ML methods produced by
supervised training approaches are unable to recognize the meanings of
vitals in dangerous zones. This semantic deficiency of ML models was also
reported in image recognition studies, e.g., melanoma classification over-
interpreting surgical skin markings”. We found similar kinds of semantic
deficiencies in models predicting 5-year BCS. These findings indicate the
importance of empirically assessing the trustworthiness of clinical ML
models.

The conventional test set is limited in its distribution shift from the
training data. For example, for IHM prediction, our generated multi-
attribute test cases present a high Wasserstein distance (33.4) from the
original MIMIC-III training data, much larger than the split test set’s
Wasserstein distance (12.4). A similar distribution shift pattern is
observed for the BCS model. For triple-attribute test cases, the BCS
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prediction model performs better (89-98% triple-attribute test accuracy)
than IHM prediction models (6-69% multi-attribute test accuracy). This
difference in accuracy may be partly due to the different distribution
shifts in generated test data. There is a much smaller distribution shift in
triple-attribute breast cancer test cases (Wasserstein distance 9.8) than in
multi-vital test cases (Wasserstein distance 33.4), with respect to their
original training data. The LSTM model is slightly better at recognizing
multi-attribute test cases (45.7% accuracy) than single-attribute ones
(37.8%) and CW-LSTM exhibits a similar pattern (69.3% vs. 22.4%,
Supplementary Table 16). Multiple abnormal vitals likely provide more
clues for the ML models to classify, whereas single isolated attribute
changes appear more difficult. The poor performance of the ML models
is somewhat expected because of the distribution shift between training
data and our synthetic test data. Yet, these deficiencies are unacceptable
from a clinical deployment perspective, as the test cases represent
potential real-life medical conditions. Our work points out a funda-
mental limitation of pure data-driven machine-learning models, that is
models purely trained by patient data do not perform well for tasks that
require implicit medical knowledge (e.g., normal vital ranges).

For IHM prediction, all models have multiple deficiencies under single-
attribute critical zone test cases and are unable to generate high enough risk
predictions for serious patient conditions (Figs. 3, 8, and Supplementary
Table 16). Out of all the dual critical zone attributes, only LSTM and
transformer models exhibit U-shape risk curves for systolic blood pressure
(Figs. 3e and 8e). The other risk curves are either monotonic or flat (Fig. 3).
Transformer models implementing the parallel attention mechanism are
known to be better at capturing the global context and dependencies in data
than sequential models like LSTM. Indeed, transformers are more respon-
sive to abnormal vitals than LSTM in single-attribute testing (Fig. 8).
However, our results suggest advanced models alone are not sufficient, as
there are still multiple unrecognized critical zones. For multiple attribute
testing, LR performs the worst (Fig. 4 and Supplementary Table 16), mis-
predicting 93.7% of test cases. CW-LSTM’s accuracy is the lowest (22.4%) in
single-attribute testing, however, it gives the highest average accuracy
(69.3%) for multiple-attribute testing. Brain injury-related GCS test cases
(Fig. 2) involve simple categorical data (as opposed to numerical data). LR
gives the best performance, generating appropriate and consistent risk
estimates, and substantially outperforms the two neural network models
(Supplementary Table 16). These results suggest that for categorical attri-
butes such as GCS, a simpler model like LR may be more suitable than
complex deep learning models, indicating the importance of evaluating a
wide variety of ML models before clinical use. Deficiencies in ML respon-
siveness were also observed in the 5-year breast cancer prediction task—the
MLP model gave an average of 48.9% prediction accuracy under our test case
(Supplementary Table 18). This accuracy is much lower than the widely
reported death class accuracy of 90% (standard deviation 0.45), which is
based on the original test data from SEER™".

The linear LR model tested is unsuitable for analyzing vitals due to
multiple reasons. It reduces time series to statistical summaries (Supple-
mentary Fig. S6¢) and is unable to capture data dynamics. Linear LR is
unable to model non-monotonic (e.g, U-shaped curve) features, as it
responds monotonically to features. In multi-attribute tests, the model gives
poor performance (6.2% accuracy, Supplementary Table 16), partly because
of its many negative coefficients associated with attributes. 13 out of the 17
attributes have negative coefficients, e.g., the temperature is strongly
inversely correlated with the predicted probability (Supplementary
Fig. S6a), resulting in underestimated risk prediction. Gaussian Naive Bayes
and KNN show weaker performance on the original test sets than the others
(Supplementary Fig. S7) and, thus, are excluded from subsequent attribute
tests. For completeness, model performance on the original test set was
given in Supplementary Fig. S7.

For THM prediction, the LSTM models are slightly better at recog-
nizing deteriorating trends (average 44%, Fig. 5) than cases with steadily low
or steadily high vitals in critical zones (average 36.5%, Figs. 3 and 4). When
test cases contain 3 simultaneously deteriorating attributes, the models

detected 56% of them on average, which is better than their performance of
41% on a single deteriorating attribute. When using LSTM gradient ascent
to automatically generate multi-attribute deteriorating test cases, we found
the resulting test cases all have significantly decreased oxygen saturation and
body temperature values in the last 24 h. Because the gradient ascent process
follows the shortest path within the loss function space of the model, these
findings indicate that (i) oxygen saturation and body temperature are top
LSTM features and (ii) the last 24 h (out of the entire 48-h timespan) are
important in the model’s decision-making process, which is also consistent
with LR feature ranking (Supplementary Fig. S6b).

The BCS multilayer perceptron model (MLP) model exhibited
responsiveness to critical attributes, such as tumor size and lymph node
involvement (Fig. 6). For example, for N3 stage (extensive lymph node
involvement) test cases, the model was able to raise alerts for 74.4% of them
(Supplementary Table 18). The model also performed well (nearly 100%
alerts) when all three critical features (T4 tumor size, N3 lymph node stage,
and grade 4) were high. These observations suggest the MLP model’s pre-
diction capability in extreme cases is good. However, the model does not
respond to severe tumor sizes (T3 stage), generating no alerts. The con-
sistency in predicted survivability scores is also low, as the model generated
slightly more alerts for grade 3 cancer (65.8%) than grade 4 terminal cancer
(63.9%). This inconsistency may be the outcome of the imbalanced dataset
(Supplementary Fig. S2), as the SEER dataset contains a total of 81,749
(death 15,628 and survived 66,121) grade 3 cases, while only 3002 (death 640
and survived 2362) grade 4 cases. The number of ELNs does not directly
indicate a cancerous condition, thus, the model’s lack of response to ELN is
somewhat expected.

Despite overall good performance on the original test set (Supple-
mentary Fig. S7), tree-based ensemble methods such as XGBoost, Ada-
Boost, and RF exhibit low responsiveness to critical zone tests
(Supplementary Fig. S4). Ensemble methods perform much worse than
MLP for SEER BCS and LCS settings, which is likely due to the sparsity in
the one-hot encoded input space. The SEER dataset has much larger
feature dimensions (56 for BCS and 47 for LCS) than the MIMIC III and
eICU time-series data (17 features). Using the one-hot encoding to
encode categorical features leads to an expansive number of sparse
encoded representations (1423 for encoded BCS and 1315 for encoded
LCS), posing challenges to tree-based models.

One clinical mitigation is to deploy a filter-then-predict workflow where
domain-specific rules are first applied to identify cases with obvious disease
conditions. Thus, corner-case scenarios will never reach ML models. How-
ever, designing such rule-based classifiers, especially under time-series data, is
challenging and may require substantial manual efforts. A more efficient
approach is out-of-distribution detection, which identifies cases that present a
large distribution shift from the model’s training data. Existing solutions for
detecting out-of-distribution images” cannot be directly applied to clinical
settings. For medical applications, out-of-distribution patient cases still need
to be examined and handled. An overly strict detection may produce too
many such out-of-distribution cases for downstream examination. Finding
the right balance will facilitate clinical translation.

A promising direction is medical foundation models based on clinical
large language models (LLMs)*™". Our findings suggest that statistical
machine-learning models solely trained from patient data are grossly
inadequate. They are unable to capture basic clinical knowledge, e.g.,
patients with extremely low GCS values have a high mortality risk. LLMs are
likely able to recognize common sense health conditions and serve as a filter
mechanism before ML classifiers. However, it is crucial to quantitatively
characterize the trustworthiness of medical LLMs before clinical adoption.
Our work suggests the urgent need for innovative clinical decision-making
workflows, as existing models solely trained from patient samples are
extremely limited. For interpreting ML results, a human-friendly interface is
also important. Conventional interpretability techniques, such as SHapley
Additive exPlanations (SHAP)*, Local Interpretable Model-Agnostic
Explanations®, or TRUSTEE®, were designed for ML experts, not for
clinicians. Therefore, these tools cannot be directly used in clinical settings.
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An innovative clinical workflow needs to place generative Al as the final
component to generate narrative explanations based on ML predictions and
interpretability results. An interesting research direction is how to fine-tune
LLMs for these specific tasks.

The boost provided by conventional resampling and reweighting
methods is very limited (Fig. 7). Under some scenarios (e.g., tachypnea
and increasing CS tumor size), they may perform even worse than the
original models. This poor performance is expected, as these methods
rely on existing minority class samples in the training set, which are
limited in their ranges and variations. The root problem is that the space
of all possible minority class samples is vast. Attempting to cover all or
most of them through training data engineering (such as oversampling)
is infeasible. Thus, data engineering does not appear to be a feasible
direction for the ML responsiveness problem. A more promising
approach is to directly encode medical semantics into the clinical deci-
sion workflow as discussed above.

Our work provides the first look into ML responsiveness. Compre-
hensive measurement studies in other medical settings are needed. Our
gradient ascent testing methodology can be extended to other health con-
ditions (e.g., rare diseases or comorbidities). Scalability is the key to testing in
medicine, because of the complex high-dimensional space. Innovative
methods that prioritize testing are needed to reveal the most critical blind
spots in a model.

Data availability

The MIMIC-IIL eICU, and SEER datasets used in this study are existing
datasets available to researchers. They can be requested at their original sites
after completing proper training. Parties interested in data access should
visit the MIMIC-IIT website (https://mimic.physionet.org/gettingstarted/
access/), eICU website (https://eicu-crd.mit.edu/) and the SEER website
(https://seer.cancer.gov/data/access.html) to submit access requests.
Because our test cases are generated from these access-controlled datasets,
they cannot be publicly released. However, we have released the code for
reproducing all our test cases. All the source data for the main figures (as a
Microsoft Excel file) is available as Supplementary Data 1.

Code availability

We have released all our code publicly on GitHub, which can be used to
generate the test cases and reproduce our experiments. https://github.com/
PiasTanmoy/TRUSTWORTHY-ML (https://doi.org/10.5281/zenodo.
14254248)°".
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